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Agenda

• What is machine learning?
• Image processing chains
• Approaches for:

• Feature extraction
• Classification
• Regression

• Conclusion
• Hands-on: CDOM estimation
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What is machine learning?
• Machine learning (ML) is a set of methods that computers use to make and improve 

predictions or behaviours based on data.
• This short pptx will focus on supervised ML: we have a dataset for which we already know the 

outcome of interest and want to learn to predict the outcome for new data.
• If the output is categorical, the task is called classification.
• If the output is numerical, it is called regression.

• Clustering tasks (unsupervised learning) or reinforcement learning are not the object here.

Molnar, C. (2022). Interpretable Machine Learning: A Guide 
for Making Black Box Models Explainable (2nd ed.). 
christophm.github.io/interpretable-ml-book/
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Ocean Colour (OC) processing
• Different materials produce different electromagnetic radiation spectra
• The spectrum shows absorptions and emissions at different wavelengths
• The spectral information contained in an image pixel can therefore indicate the various 

components in the water
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Standard processing chain

• Many steps and by-products from 
signal/image acquisition to the final 
products.

• A wide diversity of problems and 
dedicated tools
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Challenges

• How to select the best features that describe the problem
• Extract the best combination of spectral bands
• Automatically find groups of pixels in the image for screening, 

detection…
• Estimate geo-physical variables from the spectra (e.g. chl-a)
• Assign semantic classes to objects/regions in the scene (e.g. 

phytoplankton types, water classes)
• High dimensional data: multi-temporal, multi-angular and multi-

source
• Non-linear, non-Gaussian feature relations
• Few supervised (labelled) information is available (high cost)
• Tons of data to process in (near) real time
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Feature extraction

Try to find a subset of the input variables (also called features or attributes). 
Extracting features from RS images is essential to:
• Compress information for storage/transmission
• Reduce spatial and spectral redundancy
• Make image processing algorithms more robust (to noise, dims.)
• Visualize data characteristics
• Understand the underlying physical relations
Extracted features can be either:
1) Spectral:

• Physically based: erosion, dilation, filters → not explained here
• Statistical multivariate methods: linear and non-linear

2) Spatial/contextual :
• Standard image processing descriptor → not explained here
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Spectral feature extraction
• Measured spectral signal at the sensor depends on the illumination, the atmosphere, and the 

surface observed
• Physically-inspired features before applying a machine learning algorithm
• Adapt standard feature extraction methods, such as PCA, to include knowledge about the 

physical problem
Statistical multivariate methods:
• Dimensionality reduction is sometimes essential before classification or regression
• Most of the spectral feature extractors are based on multivariate analysis: “project data onto a 

subspace that maximize explained variance, minimize correlation, minimize error, etc.”
• Linear (PCAs) and non-linear methods (KPCAs)
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Ex. Principal Component Analysis (PCA)

• Find features maximizing the variance of the data
• The Python code:

Advantages and disadvantages:
   Simplicity
   Easy to understand
   Unsuitable for non-linear problems (kPCAs?)
   More dimensions than points?

Kernel methods in machine learning: 
https://isp.uv.es/courses/

https://isp.uv.es/courses/Kernel
https://isp.uv.es/courses/Kernel
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Classification problems
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Classification in a nutshell

Challenging problem!
• What is a class? How many classes in the scene?
• What is "turbid" water?
• Do I have enough labelled data?
• Can my classification model be
• generalized?
• Labelled data is expensive
• Different atmospheric and illumination effects on 

several scenes
• Do I need atmospheric correction?
• Expert knowledge is needed pre- and 

postprocessing
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A summary of the statistical classifiers

• Not too much success in parametric classifiers, as some assumptions break
• Currently, non-parametric classifiers and committees of experts excel
• k-NN shows a good compromise between accuracy and computational cost
• Support vector machines (SVM) typically outperform the rest
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Most common supervised classifiers for OC
The easiest way to achieve interpretability is to use only a subset of algorithms 
that create interpretable models.



www.eumetsat.int

EUM/SCIR/VWG/18/992176, v4D Draft, 11 January 2023 14

The linear case in classification problems

Machine Learning Mastering
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The non-linear case in classification problems

Support Vector Machines 
(SVM): “non-parametric kernel 
method that fits an optimal 
linear hyperplane separating 
the classes in a higher 
dimensional representation 
(feature) space”
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Not enough labelled data
• The image statistics can be misinterpreted because there are not enough 

representative pixels per class.
• We can include information from unlabelled samples in what is known as 

semi-supervised learning.
• For instance using Bagged kernels
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Regression problems
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Regression: retrieval of bio-physical parameters

• Forward modelling: simulate a 
database of pairs of reflectance 
spectra + parameters with RTMs

• Inverse modelling: 
numerical/statistical invert models 
from RS data to estimate the 
parameters by designing 
algorithms that, starting from 
radiance, can give estimates of the 
variables of interest

The objective here is to transform measurements into biophysical 
parameter estimates with EO data.
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Methods for model inversion

• Three main families of methods:
1) Statistical inversion models: parametric and non-parametric
• Parametric models rely on physical knowledge of the problem and build 

explicit parameterized expressions that relate a few spectral channels with 
the bio-geo-physical parameter(s) of interest.

• Non-parametric models are adjusted to predict a variable of interest using a 
training dataset of input-output data pairs.

2) Physical inversion models: try to reverse RTMs
• After generating input-output (parameter-radiance) datasets, the problem 

reduces to, given new spectra, searching for similar spectra in the dataset and 
assigning the most plausible (‘closest’) parameter.

3) Hybrid models try to combine the previous approaches.
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Statistical inversion approaches

Two main approaches:
• Parametric regression inversion models: assume an explicit model for
retrieval, e.g. discrete band approaches like indices, band ratios...
• Non-parametric regression: do not assume explicit feature relations
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Parametric approaches
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Non-parametric approaches
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How to measure the goodness of a model?
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Advanced statistical retrieval: Gaussian Process 

What is Gaussian Process (GP):
• Gaussian Processes are a generalization of the Gaussian probability 

distribution.
• It is a probability density over functions, non-linear and non-parametric.
• GPR is still a form of supervised learning.
• A Gaussian process is a Gaussian random function, and is fully specified by a 

mean function m(x) and covariance function k(x, x). This covariance function is 
called the latent function or the “nuisance” function.

• They are a type of kernel model and they are capable of predicting highly 
calibrated class membership probabilities

• The hyperparameters of the GPR algorithm on a given dataset can be tuned.
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Advanced statistical retrieval: Deep Learning

Deep Learning, DL (it is all about scale)
• Deep Learning is a subfield of ML concerned with algorithms inspired by 

the structure and function of the brain called artificial neural networks.
• Multi-output regression involves predicting two or more numerical 

variables.
• Deep learning neural networks are an example of an algorithm that 

natively supports multi-output regression problems.
• Neural network models for multi-output regression tasks can be easily 

defined and evaluated using the Keras deep learning library.
• What is deep learning?
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Summary of regression

• Biophysical parameter estimation is perhaps the most important (and challenging) 
problem in remote sensing

• Traditional methods were focused on simplistic approaches using only a few spectral 
bands

• New regression-based approaches alleviate the problems by exploiting the wealth of 
spectral and auxiliary information

• The common approaches consider:
• Empirical models (e.g. indices) are easy, fast but too general
• Physical radiative transfer models are flexible but slow and require specific information (e.g. 

aerosols, geometry) which is not always available
• Non-parametric regression may offer a robust alternative that can be easily implemented in 

operative processing chains
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Some thoughts

• A major disadvantage of using machine learning is that insights about the data 
and the task the machine solves is hidden in increasingly complex models.

• The higher the interpretability of a machine learning model, the easier it is for 
someone to comprehend why certain decisions or predictions have been made. 
Miller (2017), "Interpretability is the degree to which a human can understand the 
cause of a decision". Another one is: "Interpretability is the degree to which a 
human can consistently predict the model’s result".

• New era started with Explainable AI (XAI)
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Useful  and very interesting links 

INTRODUCTION: Why a MOOC?
• EUMETSAT, ECMWF, Mercator Ocean International, and 

the European Environment Agency provide  
environmental data as entrusted entities to the 
Copernicus programme.

• Working with this data is challenging with users ever 
more in need of the resources offered through cloud 
services, and analysis techniques offered by Artificial 
intelligence and machine learning approaches.

• A ‘Massive Open Online Course’ (MOOC) was designed 
to support users in exploring the use of Copernicus 
data for thematic applications using AI/ML approaches.

MIXED MEDIA APPROACH TO HANDS-ON LEARNING 
WITH HOSTED JUPYTER NOTEBOOKS
• The MOOC provided video interviews with experts, 

tests, image galleries and links to further information.
• Each week also included practical examples in the form 

of Jupyter Notebooks with recorded video run-
throughts showing AI/ML workflows.

• Notebooks were based on tested learning design 
principles with clear explanation and appropriate 
obfuscation of reusable functions.

• Participants interacted with experts via course fora, 
weekly round up videos, and through WEkEO helpdesk

OUTCOMES
• Since opening, the course has attrached over 10,000 

registrations from across agr groups, countries, and 
sectors of society.

• Material is reused in training by organisers and 
participants.

LESSONS LEARNED:
• Example workflows increase utility of the course.
• Sufficient cloud resources must be available for 

concurrent users.
• Balance must be found between levels of content 

(introductory vs advanced/real-life workflows). 
• Showing training of models is hard (need a lot of 

resource and hosted data in memory), demonstrating 
application is easier.

• Facilitating contribution of AI/ML workflows to open 
source repositories could expand what was done in the 
MOOC, as the research around AI/ML grows. 

A massive open online course showcasing AI/ML in a cloud environment In more detail...
TOPIC 4: MONITORING THE OCEANS:

• The  Marine specific section of the MOOC includes:
• Topic 4a: Monitoring the Ocean – an overview video of what we can learn 

about the oceans from space, in situ measurements, and modelling. 
• Topic 4b: Tracking Ships – a video and Jupyter Notebook on how AI and ML 

can identify, classify, and track movement of ships from space.
• Topic 4c: Marine Safety – a video on how AI/ML techniques are helping 

identify marine debris.
• Topic 4d: Monitoring Marine Life – Videos on how AI is helping to monitor 

fish, jellyfish, and turtles.
• Topic 4e: Expanding Our Vision of the Sea Surface – a video on the use of 

neural networks for reconstruction of subsurface variables.
• Topic 4f: using ML to Differentiate Between Sediment and Chlorophyll  -

videos and Jupyter Notebooks on retrieval of water quality parameters.
• Topic 4g: Using ML to combine water quality data from different 

satellites – videos and Jupyter Notebooks on combining data from two 
different satellites using ML methods.

• Topic 4h: Marine Analysis for Wider Users – a video on the Marine Analyst 
platform.

INFRASTRUCTURE USE

The live run of the MOOC (lasting 6 weeks) drove increased usage of the WEkEO 
JupyterHub, shown by consistently increased numbers of concurrent users. 
Further users cloned the notebooks from GitHub to deploy on their own 
computer systems.

MORE INFORMATION:

Liege Colloquium, Liege, 05.2023

Hayley Evers-King1, Neil Fletcher1, Ravi Kapur2, Ben Loveday3, Julia Wagemann4, Joana Miguens1, 
Federico Fierli1, Chris Stewart5, Fabrice Messal6, Mark Higgins1

1 EUMETSAT, Darmstadt, Germany
2 Imperative Space, London, UK
3 Innoflair UG, Darmstadt, Germany
4 MEEO S.r.l, Ferrara, Italy

Bringing Machine Learning to Earth 
Observation Training

eumetsat

@eumetsat

eumetsat1

Future Learn – MOOC 
https://www.futurelearn.com/courses/artificial-
intelligence-for-earth-monitoring

WEkEO
https://wekeo.eu

MOOC notebooks 
https://notebooks.apps.mercator.dpi.wekeo.eu/?
domain=machine%20learning

5 European Centre for Medium-range Weather Forecasting (ECMWF), Bonn, 
Germany
6 Mercator Ocean International, Toulouse, France

Take a picture for 
a copy of this 
poster

Or contact us at:
ops@eumetsat.int
copernicus.training@eumetsat.int

LEARN MORE
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FIGURE 2: MOOC notebook catalogue
Example overview of the Jupyter Notebook AI4EO catalogue, hosted on WEkEO at https://tinyurl.com/AI4E0-WEKEO

FIGURE 3: MOOC participation
Top: breakdown of participation by age. Bottom: breakdown of participation by age, extrapolated from reported data.

FIGURE 1: MOOC design and infrastructure
Contributors, structure, components and data sources of the AI4EO MOOC

Figure 4: MDN retrieved outputs the MSI (left) and OLCI (right) using 
standard atmospheric processing

Figure 5: Number of parallel users on the WEkEO JupyterHub Machine 
Learning server (20 Gb storage, 16 Gb RAM per user)
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MOOC start

Image and Signal Processing 
Group, Universitat de València,
https://isp.uv.es/code/

Brockmann Consult
https://www.brockmann-
consult.de/
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Hands-on 3: ML regression for RS water quality 
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Thank you!
Questions are welcome.
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