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Abstract. Algorithms that have been used on a routine basis for remote sensing
of the phytoplankton pigment, chlorophyll-a, from ocean colour data from satellite
sensors such as the CZCS (Coastal Zone Color Scanner), SeaWiFS (Sea Viewing
Wide Field-of-View Sensor) and OCTS (Ocean Colour and Temperature Scanner)
are all of an empirical nature. However, there exist theoretical models that allow
ocean colour to be expressed as a function of the inherent optical properties of
seawater, such as the absorption coe� cient and the backscattering coe� cient.
These properties can in turn be expressed as functions of chlorophyll-a, at least
for the so-called Case 1 waters in which phytoplankton may be considered to be
the single, independent variable responsible for most of the variations in the
marine optical properties. Here, we use such a theoretical approach to model
variations in ocean colour as a function of chlorophyll-a concentration, and
compare the results with some empirical models in routine use. The parameters
of phytoplankton absorption necessary for the implementation of the ocean colour
model are derived from our database of over 700 observations of phytoplankton
absorption spectra and concurrent measurements of phytoplankton pigments by
HPLC (High Performance Liquid Chromatography) techniques. Since there are
reports in the literature that signi� cant diŒerences exist in the performance of the
algorithms in polar regions compared with lower latitudes, the model is � rst
implemented using observations made at latitudes less than 50 ß . It is then applied
to the Labrador Sea, a high-latitude environment. Our results show that there
are indeed diŒerences in the performance of the algorithm at high latitudes, and
that these diŒerences may be attributed to changes in the optical characteristics
of phytoplankton that accompany changes in the taxonomic composition of their
assemblages. The sensitivities of the model to assumptions made regarding absorp-
tion by coloured dissolved organic matter (or yellow substances) and backscatter-
ing by particles are examined. The importance of Raman scattering on ocean
colour and its in� uence on the algorithms are also investigated.

1. Introduction
The � rst sensor to monitor ocean colour from space, the Coastal Zone Color

Scanner (CZCS), was launched by NASA (National Aeronautics and Space
Administration) in 1978. It functioned as a proof-of-concept satellite until 1986. The
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demise of the CZCS left a void in the stream of ocean colour data from space. This
void was not � lled until almost a decade later, when three satellites were launched
in quick succession carrying the following sensors: the Modular Optoelectronic
Scanner (MOS), sponsored jointly by Germany and India, launched in March 1996;
the Japanese Ocean Colour and Temperature Scanner (OCTS) and the French sensor
called Polarisation and Directionality of the Earth’s Re� ectances (POLDER), both
launched in August 1996 and operated until June 1997; and the Sea Viewing Wide
Field-of-View Sensor (SeaWiFS), a NASA mission launched in August 1997. Several
other ocean colour sensors are planned for launch in the next few years. These new
sensors have bene� ted from the CZCS experience, and have incorporated several
spectral and radiometric improvements over the CZCS. If we are to exploit the full
potential of these advanced sensors, we also need to develop new algorithms that
make use of the enhanced capabilities of the sensors. It would also be desirable to
provide a sound theoretical basis for these algorithms, so that we can improve our
understanding of their strengths and weaknesses.

The standard data processing strategy of these sensors (with the notable exception
of MOS) is to correct the data for atmospheric noise in order to obtain water-leaving
radiance. The water-leaving radiance is then processed to obtain a measure of pigment
concentration in the surface waters. The in-water algorithms used for this purpose are
often empirical in nature. Conversely, theoretical models of ocean colour exist that
express water-leaving radiance as a function of two inherent optical properties of the
water column: the absorption coe� cient and the backscattering coe� cient. However,
an early attempt to implement an algorithm based on theoretical considerations
showed some systematic diŒerences between the model results and the empirical
relationships in common use for processing CZCS data (Sathyendranath and Platt
1989), which has somewhat limited the algorithm’s applicability.

In this paper we present a re� ned version of this model for ocean colour. The
major modi� cations of the model are that it incorporates Raman scattering by pure
water and the representations of absorption by pure water and by phytoplankton
have been improved. Furthermore, the implementation of phytoplankton absorption
is based on an analysis of a large body of data collected by our group. The model
outputs are then compared against empirical relationships in common use for pro-
cessing data from CZCS (Gordon et al. 1983), OCTS (Kishino et al. 1995, NASDA
1997) and SeaWiFS (O’Reilly et al. 1998). We also try to understand the causes of
discrepancies between model and empirical relationships, when they exist, by studying
the sensitivity of the model to the various assumptions and simpli� cations used in
its implementation.

There have been reports (Mitchell and Holm-Hansen 1991, Mitchell 1992,
Sullivan et al. 1993) of signi� cant diŒerences between the performance of the CZCS
algorithm in high latitudes and in lower latitudes. Therefore, our model is imple-
mented here � rst with parameters of phytoplankton absorption that are established
for low and mid latitudes ( latitude less than 50 ß ). We then test the performance of
the resulting model against data collected in a high-latitude environment (the
Labrador Sea) and examine whether the diŒerences observed can be explained on
the basis of the absorption properties of the diŒerent phytoplankton assemblages
encountered in these waters.

2. Ocean colour model and its implementation
Intrinsic ocean colour is determined by spectral variations in re� ectance at the

sea surface. Re� ectance is de� ned as the ratio of upwelling irradiance to downwelling
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irradiance at the same depth, so that we have:

R (l, z) 5
E

u
(l, z)

E
d
(l, z)

(1)

where R (l, z) is the re� ectance at wavelength l and depth z, E
u
(l, z) is the upwelling

irradiance at the same wavelength and depth, and E
d
(l, z) is the corresponding

downwelling irradiance.
As implemented here, the model is designed for retrieval of phytoplankton

pigment concentrations using remotely sensed data in the blue–green part of
the spectrum. In constructing the model, it is assumed that re� ectance at the sea
surface can be generated by Raman scattering and by elastic scattering. These two
components of ocean colour were treated as follows.

The elastic scattering component of re� ectance (RE ) at the sea surface was
computed as in the work of Sathyendranath and Platt (1997), which is also consistent
with a number of earlier models (Gordon et al. 1975, Morel and Prieur 1977,
AÊ as 1987 ):

RE (l, 0) 5 rA b
b
(l)

[a(l) 1 b
b
(l)]B (2)

where r is a proportionality factor and b
b
(l) and a(l) are the backscattering and

absorption coe� cients at wavelength l. There is recent evidence that the proportion-
ality factor r may vary with the zenith angular distribution of the light � eld underwa-
ter, as well as with the shape of the phase function for scattering (Gordon 1989,
Kirk 1989, Morel and Gentili 1993, Sathyendranath and Platt 1997). There is also
some evidence that it may vary with wavelength (Morel and Gentili 1991), but in
the implementation presented here we have taken r to be wavelength independent.

Re� ectance due to Raman scattering was computed using the model of
Sathyendranath and Platt (1998), which has a � rst-order term accounting for a
single Raman upward scatter (RR ) and two second-order terms accounting for a
combination of elastic and Raman scattering events (RR E and RE R ). The total
re� ectance at the sea surface was then computed as the sum of the contributions
due to elastic and Raman scattering. The magnitude of the Raman scattering coe� -
cient and the wavelength dependence of Raman scattering were modelled following
the experimental results of Bartlett et al. (1998 ).

The attenuation coe� cients for downwelling irradiances, K
d
(l), and for upward

transmission of scattered irradiance, k(l), required in the calculation of the Raman
component were modelled as simple functions of a and b

b
:

K(l) 5
a(l) 1 b

b
(l)

m
d

(3)

and

k(l) 5
a(l) 1 b

b
(l)

m
u

(4)

where m
d

and m
u

are the mean cosines for downwelling and upwelling lights respect-
ively. In computing m

d
and m

u
we assumed that the source of all downwelling

irradiance was the Sun at 30 ß zenith angle above water, and that the upwelling
irradiance was uniformly diŒuse (that is, m

d
5 0.93 and m

u
5 0.5). Note that the
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attenuation coe� cient k diŒers from the diŒuse attenuation coe� cient for upwelling
irradiance K

u
discussed later on in this paper. The parameter K

u
determines the rate

of decrease of upwelling irradiance with increasing depth, whereas k determines the
rate of decrease of upwelling irradiance with decreasing depth (Kirk 1989). According
to the model of Sathyendranath and Platt (1997, 1998) the proportionality factor r
in equation (2) is a function of the shape factor for scattering. This parameter was
set to unity in the calculations presented here.

The backscattering and absorption coe� cients were expressed as the sum of their
components:

b
b
(l) 5 b

b w
(l) 1 b

b p
(l) (5)

and

a(l) 5 a
w

(l) 1 a
y
(l) 1 a

p
(l) (6)

where the subscript w stands for pure seawater, p for particulate material and y for
yellow substances or gelbstoŒ. Computations of backscattering and absorption
coe� cients are now discussed in turn.

2.1. Backscattering coeYcient
Scattering by water was computed according to Morel (1974), and since scattering

by water molecules is symmetric, backscattering is 50% of the total scattering
by water.

Scattering by particles was modelled as follows. First, particle scattering was
computed at 660 nm using an equation from Loisel and Morel (1998):

b
p
(660) 5 0.407C 0 .7 9 5 (7)

where C is the concentration of the main phytoplankton pigment, chlorophyll-a.
This is a modi� cation of a similar equation presented by Gordon and Morel (1983).
The next step is to specify the wavelength dependence of particle scattering. According
to Morel (1973), for a Junge-type particle size distribution in the ocean with an
exponent of Õ m, the wavelength dependence of scattering follows a l( 3 Õ m) law.
Several workers (Bader 1970, Brun-Cottan 1971, Sheldon et al. 1972, Jonasz 1983,
Platt et al. 1984) have reported Junge-type particle size distributions in oceanic
waters, with the exponent m varying between 3 and 5. This would imply that the
wavelength dependence of scattering would obey a ln law, with n 5 3 Õ m varying
between 0 and Õ 2. Sathyendranath et al. (1989) reported, when comparing their
model with their observations, that the values of n which gave the best � t with
observations varied between 0 and Õ 2, with the higher values appearing predomi-
nantly in oligotrophic waters. Ulloa et al. (1994) argued that there is evidence in the
literature that the value of m increases (the slope becomes more negative) for
increasingly oligotrophic waters, consistent with the results of Sathyendranath et al.
(1989). Note that this change in slope implies that the abundance of small particles
(consisting of bacteria, viruses and other organic particles) relative to phytoplankton
concentration would be greater in oligotrophic waters than in eutrophic waters. In
the model calculations presented here, the spectral variations in particle scattering
were estimated by setting

b
p
(l) 5 b

p
(660) (660/l) Õ n (8)
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and the value of n was allowed to decrease with chlorophyll-a concentration, by
setting

n 5 log
1 0

C (9)

where C is measured in mg Chl-a m Õ 3 , and the wavelength l in nm. Ciotti et al.
(1999) also allowed n to vary as some function of log C.

The � nal step in modelling particle backscattering is to compute the backscatter-
ing ratio for particles bÄ

b p
, which is de� ned as the ratio of backscattering by particles

to the total scattering coe� cient by particles, such that we have b
b p

(l) 5 bÄ
b p

b
p
(l).

We used the equation of Ulloa et al. (1994) to estimate bÄ
b p

:

bÄ
b p

5 0.01 (0.78 Õ 0.42 log
1 0

C ) (10)

This equation was obtained by � tting a curve to the results of Sathyendranath et al.
(1989) on the variability in bÄ

b p
as a function of chlorophyll-a. Furthermore, this

equation is consistent with the theoretical calculations of Ulloa et al. (1994), which
showed that the backscattering ratio of particles would be greater for higher values
of m, the exponent of the Junge-type particle distribution. It follows that bÄ

b p
would

be greater in oligotrophic waters than in phytoplankton-rich waters, if indeed m
increases with oligotrophy. Note that equation (10) also implies that bÄ

b p
is wavelength

independent, which is also in accordance with the theoretical results of Ulloa et al.
(1994). We set upper and lower limits on bÄ

b p
, to avoid too-high or too-low values:

explicitly, 0.0005 < bÄ
b p

< 0.01. Thus, the backscattering coe� cient at wavelength l
was computed as:

b
b
(l) 5 0.5b

w
(l) 1 bÄ

b p
b

p
(l) (11)

2.2. T otal absorption coeYcient
Absorption by pure (sea) water was estimated according to Pope and Fry (1997).

Since the model presented here is meant for use in Case 1 waters (those waters in
which phytoplankton and covarying substances may be assumed to be the principal
agents responsible for variations in the optical properties of the water, as de� ned by
Morel (1980)), we have taken absorption by yellow substances to covary with
phytoplankton absorption, similarly to the approach used in the absorption model
of Prieur and Sathyendranath (1981), and set a

y
(440) 5 0.3a

p
(440). The spectral

variation of absorption by yellow substances was described using an exponential
function with an exponent of Õ 0.014, based on the results of Bricaud et al. (1981 ).

The development of the model component that evaluates absorption by phyto-
plankton was based on a compilation of phytoplankton absorption spectra measured
by our group using the � lter technique (Stuart et al. 1998, Sathyendranath et al.
1999), and corresponding measurements of pigment concentrations using the HPLC
(High Performance Liquid Chromatography) technique as described in Head and
Horne (1993). The data used in this analysis were collected during 13 cruises (table 1,
� gure 1). Since there is some evidence that the performance of some algorithms for
chlorophyll retrieval from ocean colour data is signi� cantly diŒerent in high latitudes
compared with that in low latitudes (Mitchell and Holm-Hansen 1991, Mitchell
1992, Sullivan et al. 1993, Fenton et al. 1994), we used data collected only at latitudes
less than 50 ß . Some 716 samples were used. For each of the wavelengths used in
standard CZCS, OCTS and SeaWiFS algorithms, and for the corresponding Raman
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Table 1. Summary of datasets available for the analysis presented in this paper, including
dates, locations and numbers of observations. Only samples which had both absorption
and HPLC chlorophyll-a data from latitudes south of 50 ß N are represented in this
table. Total number of observations is 716.

Expedition Year Period Region n

JGOFS 96 1996 15 May–30 May NW Atlantic 10
JGOFS 97 1997 12 May–13 May NW Atlantic 4
Hudson Jun. 98 1998 24 Jun–08 Jul NW Atlantic 6
Sonne 97 1997 15 Jun–07 Jul Arabian Sea 91
Meteor 96 1996 10 Sep–03 Oct NE Atlantic 33
Hudson Apr. 97 1997 18 Apr–28 Apr Scotian Shelf 20
Hudson Oct. 97 1997 26 Oct–08 Nov Scotian Shelf 24
Arabesque 1 1994 28 Aug–30 Sep Arabian Sea 109
Arabesque 2 1994 17 Nov–15 Dec Arabian Sea 95
Georges Bank 89 1989 11 Sep–21 Sep Georges Bank 120
Sonne 95 1995 11 May–26 June SE Paci� c 140
Vancouver 1996 05 Mar–14 Mar OŒVancouver Island 36
WOCE 93 1993 07 Apr–10 May Trans Atlantic 28

Figure 1. Map showing the location of the stations where the phytoplankton absorption
data and the corresponding pigment measurements were made. Note that only data
from latitudes south of 50 ß N were used in the development of the low and mid latitude
model. Further details regarding the cruises in which the data were collected are given
in table 1.

wavelengths, the absorption coe� cient of phytoplankton pigment was plotted against
chlorophyll-a concentration. A Michaelis–Menten equation of the form:

a
p
(l) 5

a
m

a*
m

C
a

m
1 a*

m
C

(12)
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was � tted to the data, where the parameter a
m

de� nes the asymptotic maximum
value of the absorption coe� cient and a*

m
de� nes the maximum slope of the curve

near the origin (maximum speci� c absorption coe� cient). As an example, � gure 2
shows a plot of the phytoplankton absorption coe� cient at 443 nm as a function of
C, and the equation � tted to the data. Table 2 gives the parameters of the � t for all
the wavelengths used in the calculations presented here.

3. Comparison of empirical algorithms and model implementation for low and mid
latitudes

The model described above was used to generate theoretical values of re� ectances
at the sea surface, for pigment concentrations ranging from 0.01–40 mg Chl-a m Õ 3 .
The results were then used to calculate re� ectance ratios of the type used in empirical
algorithms for processing CZCS, OCTS and SeaWiFS data. The results are plotted
in � gure 3, together with the empirical relationships.

We recognize that the water-leaving radiances derived from satellite data are not
identical to the re� ectances computed here. The diŒerences arise from two sources.
(i ) The satellite data pertain to � uxes above the water, whereas the re� ectance values
computed here are for � uxes just below the sea surface. (ii) Satellite data yield
normalized radiances (� uxes per unit area per unit steradian), whereas the re� ectance
model presented here deals with irradiance (� uxes per unit area). Therefore, when
re� ectance ratios are treated as analogous to radiance ratios in ocean colour models,
there is an implicit assumption that the factors linking upwelling radiance above
water to upwelling irradiance below water are spectrally neutral, and therefore cancel
out when ratios are taken (Sathyendranath and Morel 1983).

Figure 2. An example of the absorption and pigment data and the � t of the Michaelis–Menten
equation (equation (12)) to the data. The values of the � tted parameters and the
coe� cient of determination (r2 ) are also given. Similar � ts were made for each of the
wavelengths used in the algorithms (see table 2 for the � tted parameter values for each
wavelength).
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Table 2. The parameters a
m

(m Õ 1 ) and a*
m

(m2 mg (Chl-a) Õ 1 ) of equation (12) for three
datasets as a function of wavelength. Parameter values are given for each of the
wavelengths used in the algorithms presented here ( lower member of each pair), and
for their corresponding Raman wavelengths (upper member).

Low latitude data Diatom bloom Prymnesiophyte bloom

l (nm) a
m

a*
m

a
m

a*
m

a
m

a*
m

386 1.252 0.0509 0.4956 0.0269 0.2517 0.0771
443 1.007 0.0646 0.7641 0.0218 0.3561 0.0802

443 1.007 0.0646 0.7641 0.0218 0.3561 0.0802
520 0.703 0.0208 0.2535 0.0098 0.0816 0.0293

464 0.739 0.0555 0.5183 0.0185 0.2468 0.0734
550 0.864 0.0120 0.2018 0.0063 0.0577 0.0132

421 1.076 0.0620 0.5780 0.0241 0.3708 0.0755
490 0.481 0.0420 0.3861 0.0131 0.1353 0.0572

468 0.669 0.0550 0.5065 0.0173 0.2281 0.0725
555 0.856 0.0105 0.1831 0.0057 0.0548 0.0112

475 0.541 0.0525 0.4628 0.0154 0.1888 0.0701
565 0.791 0.0084 0.1768 0.0046 0.0530 0.0085

The comparison between the empirical results and the modelled re� ectance ratios
is reasonably good, especially in the concentration range from about 0.03–6 mg Chl-
a m Õ 3 . Within this range, the match between the empirical and analytical models is
best for the SeaWiFS wavelengths (maximum diŒerences less than 25%), worst for
the OCTS wavelengths (maximum diŒerences around 120% at high pigment concen-
trations) and intermediate for the CZCS wavelengths (maximum errors of about
50% at high pigment concentrations) . In the case of the OCTS, the maximum
diŒerences are reduced to about 50% if the relative diŒerences are calculated using
the empirical algorithm as the reference rather than the model results.

For both the CZCS and the SeaWiFS algorithms, at pigment concentrations less
than about 0.02 mg Chl-a m Õ 3 , the empirical algorithms predict higher re� ectance
ratios than the theory. It is di� cult to � nd a source for these very high re� ectance
ratios. In the model, as the chlorophyll concentration decreases, the water becomes
clearer, and molecular and Raman scatterings by water, with their strong wavelength
dependence, become responsible for the dominant blue signal. Addition of any
particles with a wavelength dependence for scattering that is less pronounced than
that of water would only serve to make the water appear less ‘blue’. Therefore, the
match between empirical and analytic models at very low pigment concentrations
can be improved only if the absorption by phytoplankton pigments or dissolved
organic matter, or scattering by particulate matter, are decreased. The deviation
between theory and observation at high pigment concentrations is perhaps less
surprising, since we had very few measurements of absorption at concentra-
tions greater than 10 mg Chl-a m Õ 3 , and it may be that our parameterization of
phytoplankton absorption at high concentrations still requires some re� nement.

It is understood that changes in the taxonomic structure of phytoplankton
assemblages may modify the relationship between phytoplankton absorption (or
attenuation) and concentration of chlorophyll-a (Bricaud and Stramski 1990,
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Figure 3. Re� ectance ratios computed using the model, plotted as a function of chlorophyll-
a concentration (continuous line). Wavelength combinations that are used in pro-
cessing (a) CZCS, (b) SeaWiFS and (c) OCTS data are shown. Also shown in each
panel (long dashed line) are the corresponding empirical relationships used for standard
processing of data from these satellite sensors.

HoepŒner and Sathyendranath 1992, Mitchell 1992, Fenton et al. 1994, Stuart et al.
1998). Taxon-dependent variability in the optical properties of phytoplankton
absorption may also be responsible for some of the diŒerences between empirical
and theoretical algorithms shown in � gure 3. This particular aspect of the chlorophyll
retrieval problem is examined in some detail in §4, which deals with data from the
Labrador Sea.

4. Comparison of model results with data from the Labrador Sea
As mentioned previously, the model of ocean colour presented here was developed

using data on phytoplankton absorption collected in low and mid latitudes, because
of earlier reports on signi� cant diŒerences in the performance of ocean colour
algorithms in polar regions (Mitchell and Holm-Hansen 1991, Mitchell 1992, Sullivan
et al. 1993, Fenton et al. 1994, Dierssen and Smith 2000). In §3, we saw that there
was good agreement between the model as implemented and some empirical
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algorithms in routine use. Here, we examine the performance of the model in the
high-latitude environment of the Labrador Sea.

4.1. Sampling and data analysis
The in situ radiance and pigment data discussed in this section were collected

during two cruises to the Labrador Sea of CCGS Hudson : one in October–November
1996 and the other in May–June 1997. Optical observations were made with a
Satlantic SeaWiFS Pro� ling Multichannel Radiometer (SPMR) and SeaWiFS
Multichannel Surface Reference (SMSR). Downwelling irradiance E

d
(0, l) and upwel-

ling radiance L
u
(0, l) were measured just below the sea surface in 13 wavebands:

405, 412, 443, 490, 510, 520, 532, 555, 565, 620, 665, 683 and 700 nm with the SMSR
sensors mounted on a � oating tethered buoy with an umbilical cable for power and
data transmission. The SPMR also has the same 13 channels for vertical pro� les of
downwelling irradiance E

d
(z, l) and upwelling radiance L

u
(z, l), and its performance

surpasses SeaWiFS sea-truth requirements (McClain et al. 1992, Mueller and Austin
1992). It was deployed in a free-fall mode with a Kevlar cable for power and data
transmission. Triplicate casts of SPMR were made at each station. The SPMR
includes sensors for tilt and pitch, and for pressure. The SMSR and SPMR measure-
ments were always made concurrently and the sensors were deployed 20–100 m from
the vessel to avoid ship-shadow eŒects (Waters et al. 1990 ).

Data collection, corrections and processing for optical observations conformed
to SeaWiFS guidelines (Mueller and Austin 1992, 1995). To minimize variability due
to clouds and ship-shadow, optical pro� les were normally made on overcast or clear
days within 2–3 h of solar noon with the sensors on the sunlit side of the vessel. Bio-
optical pro� les were considered to be reliable if they had no ship-shadow eŒects,
uniform physical and biological properties within well-mixed layers, relatively con-
stant solar irradiance at the surface, and su� cient illumination for irradiance and
radiance measurements within the surface mixed layer. Calibrations were performed
by the manufacturer at least twice a year. Data processing was accomplished with
the manufacturer’s Prosoft software which is documented on the Dalhousie
University FTP-site address (raptor.ocean.dal.ca) . Basic processing included editing
the pro� les to remove portions with tilts > 5 ß , dark corrections, and binning the
data over 1 m intervals. The sampling rate (6 s Õ 1 ) and pro� ling speed (0.8–1.0 m s Õ 1 )
resulted in a nominal sampling density of 6–8 measurements of each quantity per
metre in the vertical. Only data from the mixed layer of Case 1 stations are used here.

The spectral, diŒuse attenuation coe� cients for upwelling irradiance, K
u
(l), were

determined as the slopes of the natural-log transformed pro� les of spectral upwelling
irradiance. To avoid wave-focusing eŒects, we typically used 16 1 m bins for each
estimate of K

u
(l). Upwelling spectral radiance pro� les were extrapolated using the

K
u
(l) values to obtain L

u
(0, l), the upwelling radiance just below the sea surface.

Sea–air transmittance eŒects were computed assuming a Fresnel re� ectance of 0.021
and a refractive index of 1.345, to obtain the water-leaving radiance. This quantity
was then scaled to the ratio of the mean extraterrestrial solar irradiance (Neckel and

Labs 1984) at that wavelength to the irradiance at the same wavelength incident at
the sea surface, to obtain the normalized water-leaving radiance, L

w N
(l). These

procedures are in accordance with the recommended protocols for SeaWiFS
validation (Mueller and Austin 1995).

A CTD/pump cast preceded or followed the optical casts. The CTD/pump system
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determined hydrographic and biological structure with conductivity–temper-
ature–pressure (SeaBird), � uorescence (Chelsea Aquatracka) and beam attenuation
(SeaTech) sensors. Discrete water samples were collected every 10 m of depth, with
a surface sample from 1–5 m depending on sea state. In some cases additional
samples were collected from depths corresponding to features of particular interest
such as maxima in � uorescence, beam attenuation or density. Triplicate samples
from each depth were used to determine chlorophyll-a concentration using a Turner
� uorometer. In addition, HPLC pigment analyses were also carried out on samples
collected at two depths: one in the mixed layer and one below the mixed layer. Sea
and sky conditions were documented by photography at all optical stations. The
data from the CTD/pump system were used to determine the depth of the mixed
layer. In the dataset presented here, the mixed layers were typically greater than
30 m, such that structure in the water column is not likely to in� uence the water-
leaving radiances in any signi� cant manner. Therefore, chlorophyll data obtained
from only the top 5 m of the water column are used here. During the 1996 (October–
November) cruise to the Labrador Sea, 29 optical stations were occupied, whereas
33 optical stations were occupied in 1997 (May–June). Some � ve pro� les had to be
eliminated from each cruise after quality control, and were not used in the analysis
presented here.

4.2. Comparison with model
Radiance ratios (for the same wavelength groups discussed previously) were

computed for the data collected in the Labrador Sea, and are plotted against the
measured chlorophyll-a concentrations (determined by Turner � uorometry) in
� gure 4. The re� ectance ratios modelled using low and mid latitude data are also
plotted on the same � gure. The � gure shows that there are some systematic diŒerences
between the Labrador Sea data and the modelled re� ectance ratios, even though the
model is in good agreement with the empirical algorithms in common use. This
lends further support to earlier reports (Mitchell and Holm-Hansen 1991, Mitchell
1992) that conventional algorithms do not perform satisfactorily in high latitudes,
and to the suggestions that there is a need for regional algorithms for interpretation
of ocean colour data (Fenton et al. 1994 ).

A possible explanation for this discrepancy lies in the variations in the absorption
characteristics of phytoplankton that accompany changes in the phytoplankton
community structure. For example, Stuart et al. (2000) have reported that diatom
blooms and prymnesiophyte blooms were encountered in diŒerent parts of the
Labrador Sea during a cruise of CCGS Hudson in May 1996. They found that there
were signi� cant diŒerences between these blooms both in the shapes of the phyto-
plankton absorption spectra and in the parameters of the function relating absorption
coe� cient to pigment concentration (phytoplankton samples were separated into
two broad groups comprising mostly diatoms or mostly prymnesiophytes , based on
the ratios of chlorophyll-c

3
and fucoxanthin to chlorophyll-a). We used the same

data as Stuart et al. (2000) to establish the absorption parameters for diatoms and
prymnesiophytes at all the wavelengths of interest in this study (see table 2). Then,
we re-ran the re� ectance model with these absorption parameters for prymnesi-
ophytes and for diatoms, and the results are also plotted in � gure 4. It is seen that
the three curves (modelled low-latitude conditions, and modelled prymnesiophyte
and diatom blooms) envelope practically all the data points, lending credence to the
hypothesis that the variability in the performance of the algorithms may indeed be
linked to changes in the phytoplankton community structure.
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Figure 4. Re� ectance ratios plotted as a function of chlorophyll-a concentration, for wave-
length combinations used for processing (a) CZCS, (b) SeaWiFS and (c) OCTS data.
Continuous line: analytical model developed for low and mid latitudes, as in � gure 3.
Short dashed lines: variant of the model implemented using absorption characteristics
of prymnesiophytes. Long dashed lines: variant of the model implemented using
absorption coe� cients for diatoms. The absorption properties of both prymnesiophytes
and diatoms were measured in blooms encountered in the Labrador Sea (Stuart et al.
2000) . Triangles: in situ data on radiance ratios at the sea surface measured during
a cruise to the Labrador Sea in October 1996. Filled circles: in situ data on radiance
ratios measured during a cruise to the Labrador Sea in May 1997. Note that the
axes are the same for re� ectance ratios and radiance ratios. Note also that 555 nm
was used instead of 550 nm for computing the CZCS-type ratios from the in situ
observations, since the instrumentation did not have a 550 nm channel.

The absorption parameters for diatoms and prymnesiophytes used in the model
were derived from data collected in May 1996, whereas the in situ optical data
presented here were collected during October–November 1996 and May–June 1997.
During the latter two cruises, no distinct blooms were encountered as in May 1996:
the HPLC data suggested that the populations were mostly mixed, with some
evidence of the presence of diatoms and prymnesiophytes in the populations. We
used the HPLC data to identify stations where diatoms dominated the assemblage.
If the HPLC sample for a station was characterized by relatively low concentrations
of chlorophyll-c

3
(chl-c

3
:chl-a ratio<0.02) and relatively high concentrations of
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fucoxanthin (fuco:chl-a ratio>0.4), then those stations were identi� ed as diatom-
dominated stations. Only these stations are plotted on � gure 5. It is very encouraging
to note that all these diatom-dominated stations lie on, or close to, the curve for the
diatom variant of the model.

It is interesting to note that the prymnesiophyte model behaves very much like
the low-latitude model. This implies that, in such blooms, we need not anticipate
that the standard algorithms may be in error, even in the high-latitude environment
of the Labrador Sea. Thus, it would perhaps be more correct to say that the
performance of the standard algorithms may be questionable in the presence of some
diatom blooms, whether they be in high latitudes or not. On the other hand, the
fact that the type of discrepancy discussed here has been noted so often in high
latitudes perhaps indicates that such blooms are likely to occur more often in high
latitudes than elsewhere.

5. Sensitivity analyses
5.1. Yellow substances

In the previous section we identi� ed species changes as a possible cause of
variation in the relationship between ocean colour signals and pigment concentration.

Figure 5. The same as � gure 4, except that only data from October 1996 and May 1997
stations identi� ed as being diatom-dominated (based on HPLC data) are plotted.
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Another potential candidate for this variability is change in the absorption by yellow
substances relative to that by phytoplankton pigments. Figure 6 shows the relation-
ship between re� ectance ratios and chlorophyll-a concentration, for absorption by
yellow substances relative to phytoplankton absorption at 440 nm ranging from 0
to 200%. Note that increasing the absorption by yellow substances renders the water
darker in the blue and green parts of the spectrum, with a consequent decrease in
the blue–green ratios used in CZCS and SeaWiFS algorithms, and an increase in
the OCTS ratio. This is in the opposite direction to the change noted for diatom
blooms: the large diatom cells tend to absorb less per unit pigment concentration
than smaller phytoplankton cells, such that waters with diatom cells are brighter
and bluer than waters with a population of smaller cells having the same pigment
concentration. The standard runs of the model were made assuming that absorption

Figure 6. Re� ectance ratios computed using the model, plotted as a function of chlorophyll-
a concentration. Wavelength combinations that are used in processing (a) CZCS,
(b) SeaWiFS and (c) OCTS data are shown. Continuous line: results from the standard
run of the model, as implemented for low and mid latitudes (this curve is the same as
the continuous line in � gure 3). Dashed lines: results of model runs when the proportion
of absorption by yellow substances at 440 nm was set to 0, 100, and 200% of absorption
by phytoplankton at the same wavelength. The arrows indicate the direction which
the computed values move, with increasing absorption by yellow substances.
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by yellow substances amounted to 30% of absorption by phytoplankton cells at
440 nm. Decreasing this proportion changes the signals in the right direction for
explaining the observations in the Labrador Sea, but it is not su� cient, even if the
proportion of yellow substance is reduced to zero (� gure 6).

5.2. Raman scattering
We have incorporated Raman scattering into the model and it is interesting to

examine the eŒect this has on the algorithms. Figure 7 shows that running the model
with or without Raman scattering had little eŒect on the algorithms discussed here.
This is surprising since it has been noted in a number of recent papers that Raman
scattering has a signi� cant eŒect on re� ectance values in waters with low pigment
concentration (see, for example, works by Stavn and Weidemann (1988), Marshall
and Smith (1990) and Haltrin et al. (1997)). The explanation lies in the fact
that the relative increase in the ocean colour signal due to Raman scattering as
modelled here remains fairly constant at the wavelengths used in these algorithms
(� gure 8), such that the net eŒect becomes negligible when ratios of the signal at
these wavelengths are calculated.

Figure 7. As � gure 6, but dashed lines represent results of model runs when Raman scattering
is switched oŒ.
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Figure 8. (a) Re� ectance values computed for a chlorophyll-a concentration of 0.01 mg Chl-
a m Õ 3 , plotted as a function of wavelength. Circles: computations that include Raman
scattering. Squares: computations that ignore Raman scattering. (b) DiŒerence in the
two computed re� ectances shown in (a), plotted as a function of wavelength.

5.3. Particle scattering
Because the model of Sathyendranath et al. (1989) was intended for application

in coastal waters, they separated particle scattering into two components: a part that
was associated with chlorophyll-a and another component that varied independently
of it. In the model presented here, which is designed for Case 1 waters, we have only
one component for particle scattering: all the characteristics of particle scattering
(magnitude, total scattering to backscattering ratio and wavelength dependence) are
tied to chlorophyll-a concentration. The wavelength dependence for particle scat-
tering used here (equations (8) and (9)) varies from l Õ 2 for a chlorophyll-a concentra-
tion of 0.01 mg chl-a m Õ 3 to l2 for a chlorophyll-a concentration of 100 mg chl-a m Õ 3 .

To examine the sensitivity of the model to these assumptions, we also ran the
model assuming no wavelength dependence for b

p
(power of l dependence 5 0).

Comparison of the results shows (� gure 9) that the assumptions regarding the
wavelength dependence of b

p
aŒect the results only at pigment concentrations greater

than 1 mg chl-a m Õ 3 . The results of model runs with the variable power dependence
are more in accordance with the empirical results. Hence, it appears desirable
to retain this in the model, even though the range in the power is greater than
what one would expect based on arguments regarding the Junge-type particle size
distribution in oceanic waters.

We also examined the in� uence of particle scattering on the re� ectance ratios by
computing the extreme case of no particle backscattering whatsoever. The results
are plotted in � gure 9. Decreasing particle scattering clearly has a signi� cant eŒect,
and this eŒect is in the right sense to explain the discrepancies observed in high
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Figure 9. Re� ectance ratios computed using the model, plotted as a function of chlorophyll-
a concentration. Wavelength combinations that are used in processing (a) CZCS,
(b) SeaWiFS and (c) OCTS data are shown. Continuous line: results from the standard
run of the model, as implemented for low and mid latitudes (this curve is the same as
the continuous line in � gure 3). Short dashed line: same as the continuous line, with
the exception that the wavelength dependence of particle scattering (b

p
) is assumed to

be neutral. Long dashed line: same as the continuous line, with the exception that
particle scattering is set to zero.

latitudes. Note that, in the model used here, particle scattering per unit pigment
concentration (b

p
/C ) and particle backscattering e� ciency (bÄ

b p
) decrease with increas-

ing pigment concentration. Therefore, in this sensitivity analysis, we are looking at
the eŒect of a further decrease in particle backscattering, over and above what is
treated here as being the common trend. We have no observations to support this
hypothesis for the Labrador Sea, but if the diatom blooms backscattered markedly
less than other phytoplankton populations of similar concentrations (see Dierssen
and Smith 2000), then one might anticipate that the species-dependent changes in
ocean colour would be enhanced.

5.4. Parameterization of phytoplankton absorption
We have used a purely empirical relationship to describe the dependence of

phytoplankton absorption on concentration of chlorophyll-a. It is not an ideal



S. Sathyendranath et al.266

function to � t to absorption data (Lutz et al. 1996) since the slope of the curve
approaches zero asymptotically at high pigment concentrations. We recognize that
the mismatch between empirical relationships and the model at high pigment concen-
trations may be attributed at least partially to the inadequacy of the � tted relationship
between absorption and pigment data. The problem is perhaps exacerbated by the
fact that we have very few measurements at high concentrations (see � gure 2), such
that the � tting programme is constrained less in this range.

To examine whether the function selected to describe this relationship has an
important impact on the results, we � tted another, commonly used power equation
of the type a

c
(l) 5 pC q to our low and mid latitude data, and then re-ran the model

with this parameterization of phytoplankton absorption (results not shown). The
power function brought the slope of the results more in line with the slope of the
empirical results for high chlorophyll concentrations. On the other hand, at the low-
concentration end, this equation increased diŒerences between model and empirical
relationships, in the case of CZCS and SeaWiFS algorithms. Lutz et al. (1996 ) have
also pointed out that the power function is not a perfect choice for describing
absorption data at low pigment concentration.

We therefore tried yet another function to describe phytoplankton absorption as
a function of chlorophyll-a concentration. The function was developed by starting
with some reasonable yet simple assumptions about phytoplankton populations. We
� rst assumed that the total chlorophyll-a was made up of chlorophyll-a in two
distinct populations of phytoplankton : one with a high speci� c absorption coe� cient,
which was incapable of growing beyond a certain concentration, and another with
a lower speci� c absorption coe� cient which was capable of growth to high concentra-
tions. We parameterized the concentration C

1
of the � rst population as a function

of total concentration C, by setting: C
1

5 Cm a x
1

[1 Õ exp(Õ SC )], where Cm a x
1

and
S are unknown parameters. It automatically follows that the concentration of
the second population is C

2
5 C Õ C

1
. If we now admit that the two populations

have speci� c absorption coe� cients, a*
1

and a*
2

respectively, then we have
a

p
(l) 5 a*

1
(l)C

1
1 a*

2
(l)C

2
. Substituting for C

1
and C

2
and simplifying yields:

a
p
(l) 5 Cm a x

1
[a*

1
(l) Õ a*

2
(l)] [1 Õ exp(Õ SC)] 1 Ca*

2
(l) (13)

This equation has three free parameters at each wavelength: S, a*
2

and
Cm a x

1
[a*

1
(l) Õ a*

2
(l)], which we can set equal to a composite parameter, say U.

We � tted equation (13) to our low and mid latitude data. The � tted parameters
are listed in table 3. When the re� ectance model was run with this model for
phytoplankton absorption (� gure 10), the relationships between re� ectance ratios
and pigment concentration became monotonic for the entire range of pigment
concentrations considered here, unlike the results for the Michaelis–Menten type of
model for phytoplankton absorption (equation (12)). This brought the model results
for high pigment concentrations closer to the empirical results in the case of CZCS
and SeaWiFS algorithms, but it pulled the model further away from the empirical
results in the case of the OCTS algorithm.

We also � tted equation (13) to our data on blooms of diatoms and prymnesi-
ophytes. Since the bloom data did not have many observations at low concentrations,
we had to apply some constraints to avoid � tting physically untenable parameters.
We obtained fairly reasonable results (see table 4) when we � xed an upper limit
for S of 2 (in which we were guided by the fact that the low latitude data did not
yield any values of S greater than 1.5, and also by the quality of the � ts at low
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Table 3. The parameters U (m Õ 1 ), a*
2

(m2 mg (Chl-a) Õ 1 ) and S (m3 (mg Chl-a) Õ 1 ) of equation
(13) for low and mid latitude datasets, as a function of wavelength. Parameter values
are given for each of the wavelengths used in the algorithms presented here (lower
member of each pair), and for their corresponding Raman wavelengths (upper member).

l (nm) U a*
2

S

386 0.07551 0.02417 0.5777
443 0.07318 0.02626 0.9951

443 0.07318 0.02626 0.9951
520 0.02051 0.01194 0.8779

464 0.06182 0.02091 1.0648
550 0.00708 0.00887 1.1296

421 0.08412 0.02544 0.7035
490 0.04806 0.01449 1.0319

468 0.06077 0.01980 1.0933
555 0.00569 0.00805 1.1615

475 0.05773 0.01731 1.1142
565 0.00400 0.00665 1.0706

concentrations) . However, for some wavelengths in the case of the prymnesiophytes ,
the parameter a*

2
became zero, such that the � tted curves for those wavelengths had

the same saturating form that was seen to be a drawback of the Michaelis–Menten
equation. When the re� ectance models are run with these new parameterizations of
the two blooms, we see (� gure 11) that all the model curves are now monotonic,
except for two of the prymnesiophyte curves that use the wavelengths for which a*

2
is zero. Since the maximum concentrations observed during the prymnesiophyte
bloom were less than 5 mg Chl-a m Õ 3 , it is possible that the extrapolations for this
population to high concentrations are not realistic.

With the exception of a couple of wavelengths for the prymnesiophyte bloom,
the new model for phytoplankton absorption avoids the saturation in absorption at
high pigment concentrations that is a feature of the Michaelis–Menten model. This
is an advantage , but the new model also has some drawbacks. The retrieved para-
meter U, which is a composite parameter, is not easily interpreted. According to the
assumptions used to develop the model, the parameter S should be wavelength
independent; in practice, it does not always emerge as such (see tables 3 and 4).

The main thing we wish to point out here is that there are some uncertainties in
the re� ectance model which arise from uncertainties in the parameterization of
phytoplankton absorption. These problems are most pronounced at high concentra-
tions, where we have the additional problem of not having a great number of
observations to constrain models better.

6. Discussion and conclusion
In this paper we have presented a semi-empirical model of ocean colour

re� ectance, implemented using absorption characteristics of phytoplankton from
mid and low latitudes. The results are in good agreement with those of empirical
algorithms in use today for processing satellite-derived ocean colour data.

When the model is compared with ocean colour data from the Labrador Sea, an
oŒset in the data emerges. This can be explained if the variability in the absorption
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Figure 10. Re� ectance ratios computed using the model, plotted as a function of chlorophyll-
a concentration (continuous line). The model computations in this � gure are the same
as those used in � gure 3, with the only diŒerence that equation (13) was used to
parameterize phytoplankton absorption. Wavelength combinations that are used in
processing (a) CZCS, (b) SeaWiFS and (c) OCTS data are shown. Also shown in each
panel (long dashed line) are the corresponding empirical relationships used for standard
processing of data from these satellite sensors.

properties of phytoplankton populations encountered in these waters is accounted
for. Such eŒects of phytoplankton population variability on ocean colour algorithms
may be enhanced if populations of phytoplankton with low absorption e� ciencies
are also associated with lower than usual coe� cients for backscattering by particulate
matter. The eŒect of increasing yellow substances is in the opposite sense to the
eŒect of decreasing absorption e� ciencies for phytoplankton .

These observations suggest that algorithms tuned to match the optical properties
of local phytoplankton have the potential to perform better than a universal algo-
rithm applied indiscriminately to the entire global ocean. Indeed, Carder et al. (1999 )
noted a signi� cant reduction in algorithm errors when MODIS algorithms were
parameterized for three diŒerent bio-optical domains, in an eŒort to account for
variations in pigment-to-chlorophyl l ratio and pigment packaging. Ideally, it would
be possible to use satellite data to distinguish between major phytoplankton groups
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Table 4. The parameters U (m Õ 1 ), a*
2

(m2 mg (Chl-a) Õ 1 ) and S (m3 (mg Chl-a) Õ 1 ) of equation
(13) for two datasets, as a function of wavelength. Parameter values are given for each
of the wavelengths used in the algorithms presented here ( lower member of each pair),
and for their corresponding Raman wavelengths (upper member). Note that 2.0 was
the upper limit set for S in the � tting routine, and that 0.0 was the lower limit set for
a*

2
.

Diatom bloom Prymnesiophyte bloom

l (nm) U a*
2

S U a*
2

S

386 0.02123 0.01498 2.0 0.01602 0.03526 2.0
443 0.01180 0.01565 2.0 0.02775 0.03771 2.0

443 0.01180 0.01565 2.0 0.02775 0.03771 2.0
520 0.00680 0.00626 2.0 0.05447 0.0 0.5075

464 0.01058 0.01237 2.0 0.04037 0.02489 1.4613
550 0.00416 0.00431 2.0 0.00485 0.00605 2.0

421 0.01699 0.01489 2.0 0.02339 0.03882 2.0
490 0.00701 0.00889 2.0 0.09295 0.0 0.5719

468 0.01048 0.01173 2.0 0.04589 0.02166 1.2596
555 0.00374 0.00390 2.0 0.00324 0.00596 2.0

475 0.00715 0.01080 2.0 0.08635 0.00798 0.6944
565 0.00282 0.00332 2.0 0.00238 0.00493 2.0

based on changes in their pigment composition, but the simple ratio algorithms that
are discussed in this paper clearly do not have the capability to achieve this re� ne-
ment. However, this is certainly worth striving for: the new and improved ocean
colour data streams that provide information on water-leaving radiances at many
more wavelengths than the CZCS certainly improve the chances of attaining this goal.

The results presented here highlight the usefulness of collecting information on
the optical characteristics of various, naturally occurring phytoplankton assemblages.
It is also important to have this information for the entire range of pigment concentra-
tions that may be encountered. In our own dataset, the parameterization of phyto-
plankton absorption characteristics at high pigment concentrations is based on a
small number of data points. The resultant uncertainties in the � tted parameters are
a possible reason for the residual discrepancies between the model and empirical
relationships at high concentrations. Another possibility is that there are changes in
the backscattering characteristics and in the relative absorption by yellow substances
that are not accounted for in the model. These remaining questions can be resolved
only when more optical data become available at high pigment concentrations.
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Figure 11. Re� ectance ratios plotted as a function of chlorophyll-a concentration, for wave-
length combinations used for processing (a) CZCS, (b) SeaWiFS and (c) OCTS data.
The model computations in this � gure are the same as those used in � gure 4, with the
only diŒerence that equation (13) was used to parameterize phytoplankton absorption.
Continuous line: analytical model developed for low and mid latitudes, same as in
� gure 10. Short dashed lines: variant of the model implemented using absorption
characteristics of prymnesiophytes. Long dashed lines: variant of the model imple-
mented using absorption coe� cients for diatoms. The absorption properties of both
prymnesiophytes and diatoms were measured in blooms encountered in the Labrador
Sea (Stuart et al. 2000). Triangles: in situ data on radiance ratios measured during a
cruise to the Labrador Sea in October 1996. Filled circles: in situ data on radiance
ratios measured during a cruise to the Labrador Sea in May 1997. Note that the axes
are the same for re� ectance ratios and radiance ratios.
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